Title: Efficient Access to Information in Large Sensor Networks

Ramesh Govindan

University of Southern California

Recent progress in hardware and operating systems has created a new generation of small computing devices that combine communication and on-board sensors.  Their ability to function untethered and unattended will enable us, for the first time, to monitor the environment at fine spatial and temporal granularity over large geographic areas. However, the energy constraints of such systems, which in turn limits node-to-node communication, makes it hard to usefully access the wealth of data collected by sensornets.  The current state-of-the-art, as exemplified by Directed Diffusion (Intanagonwiwat et al.) and TAG (Madden et al.) is to first flood queries to all nodes and then have only nodes with relevant data respond. This approach, which employs "data-centric routing", is perfectly suited for (a) small systems where flooding the query does not impose a significant overhead and (b) continuously monitoring a location, or other situations where the data transmission is long-lived; however, the approach does not scale to systems with many nodes and frequent short queries.

In the short-term, the limitations of the current approach are not a significant disadvantage.  In the long-term, however, new approaches must be found so that large-scale sensornets can expand their utility beyond continuous monitoring and eventually support storage of data and a richer and more flexible set of queries.

I'll be discussing an alternative approach called "data-centric storage".  Data is generated and summaries are stored at rendezvous points distributed throughout the sensornet.  Queries, rather than being inefficiently flooded, are efficiently sent directly to these rendezvous points; this is possible because both the storage of data and the routing of queries are based on the name of the data. The simplest form of data-centric storage involves naming quantities of interest, such as regions of low soil moisture or sightings of woodpeckers, and querying for all such occurrences.  Such simple queries will be extremely useful, but a much deeper understanding of the data can arise from more complex queries.  Examples of these include range queries, aggregate queries, geometric queries, and multiresolution queries that enable drilling down to locate features of interest in the data.  Efficiently implementing complex queries in a sensornet environment requires more than merely storing data by name; one must construct sophisticated distributed data structures within the sensornet. 

I'll address the challenges in building such data structures. This involves five related efforts: 

- Identifying a set of feasible and broadly useful queries.

- Defining the basic set of distributed data structure primitives required to implement them

- Exploring the systems issues that arise when creating and maintaining such distributed data structures

- Deploying a prototype implementation

- Evaluating the system's performance
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